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Abstract—Swarm robots can achieve effective task execution via 

closed-loop motion control. However, such a goal can only be 

realized through accurate localization of the swarm. Past 

approaches have focused on addressing this issue using external 

sensors, static sensor networks, or through active localization – 

requirements that may restrict the motion of the swarm or may 

not be achievable in practice. 

We present a tether-based strategy that achieves closed-loop 

swarm-motion control by using a secondary team of mobile 

sensors. These sensors form a wireless tether that allows the 

swarm to indirectly sense a home base or a landmark, and to 

compensate for the accumulated motion errors via a closed-loop 

control strategy. 

The proposed strategy is the first to use a tether of mobile 

sensors that can dynamically re-shape and re-connect to various 

points in the environment to achieve closed-loop motion control. 

The novelty of the strategy is in its ability to adapt to any swarm 

motion considered, and to be applied to swarms with limited 

sensing capabilities and knowledge of their environment. The 

performance of the proposed strategy was validated through 

extensive experiments. 

 
Index Terms— Robotic swarms, dynamic sensors, point-to-

point swarm motion paths, localization, motion control. 

I.INTRODUCTION 

WARM robotic systems (SRSs) comprise large teams of 

robots that aim to accomplish complex tasks through 

tight inter-agent coordination [1]–[3]. Such coordination 

is, ideally, achieved through a decentralized architecture, where 

robots make decisions based on information obtained from their 

neighbors and the environment. This promotes scalability to an 

increase in the number of member robots, and robustness to 

failure in robot components. 

While the swarm-robotics literature does advocate the 

overall use of decentralized control systems, there are 

circumstances that require the use of a centralized component, 

especially, for simplifying the collaboration of member robots 

[4]–[13]. One such case is swarms that comprise small-sized 

robots (e.g., millimeter-scale robots – millirobots), which 

cannot be equipped with meaningful sensing, communication, 

and computation hardware as would larger robots be. 

This specific challenge constitutes the focus of our paper. 

Namely, in our proposed tether-based motion control strategy, 

a swarm of (technologically-limited) robots rely on 

collaboration with a sensor team to effectively achieve closed-

loop control via a centralized sub-system.  

The extensive literature review in [5] further supports the 

above argument. It notes that centralized approaches have been 

needed and, commonly, used to plan trajectories of swarm 

members, while local motion planners are used for collision and 

obstacle avoidance. The paper also highlights that while motion 

planning can be achieved in a decentralized manner, this would 

require extensive communications among swarm members, 

which may cause delays and even result in infeasible or sub-

optimal solutions due to the physical limitations of the robots.  

Furthermore, in [7], a centralized system was used to plan the 

motion of the swarm by optimizing the sequence of swarm 

behaviors that must be completed for the task at hand. Motion 

planning is achieved intermittently by the central coordinator, 

while the execution of this motion is completed by member 

robots in a decentralized manner. In [10], a swarm of robots 

with limited sensing capabilities are used in a mapping 

scenario. The exploration of the environment, including 

obstacle avoidance, is achieved in a decentralized manner 

individually by each robot. However, the fusion of the obtained 

sensor measurements, and the subsequent commands are 

planned by a centralized server. Similarly, in [12], a central 

system continuously localizes the swarm and plans its motion 

in an object manipulation scenario. 

In addition to the technological limitations of small-sized 

robots, swarms may also be required to operate in indoor and 

unstructured environments, for applications such as search and 

rescue [14] and environment monitoring [15], which inhibit the 

use of external measurement devices that can be used to 

overcome these limitations.  

Thus, due to all abovementioned and other shortcomings, 

swarm robots may be unable to individually localize accurately 

(i.e., estimate their position with respect to a global frame). This 

would prevent them from achieving closed-loop swarm-motion 

control, which includes travel along a given path while the 

swarm maintains its desired formation (i.e., topology) or varies 

it as needed [16], in a decentralized manner.  

Herein, thus, we propose a unique tether-based strategy for 

closed-loop swarm-motion control with a centralized 

architecture component. The strategy uses a team of mobile 

sensors that collaborate with the swarm as it executes its 

motion. This team of mobile sensors form a wireless tether that 

dynamically changes its shape to extend the sensing capabilities 

of the swarm, and to maintain connectivity between the swarm 
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and a home base or a landmark in its environment. By 

maintaining connectivity with and indirectly sensing the 

environment through this wireless tether, the swarm can 

localize through sensor measurements that are subject to noise 

that is independent of its traveled distance. This allows it to 

compensate for the errors that are accumulated during motion, 

resulting in closed-loop control with bounded motion errors 

through online corrective relocation of the swarm along its path. 

The proposed strategy uses an architecture with a mix of 

centralized and decentralized components. Namely, a 

centralized architecture is used to plan the motion of the swarm-

sensor team and to localize it during execution, while the 

calculation/execution of motion commands, obtaining sensor 

measurements, and communicating these measurements are 

completed in a decentralized manner.  

The proposed strategy represents the first use of a tether of 

mobile sensors that is dynamically re-configured and re-

connected to various points in the environment for achieving 

closed-loop swarm-motion control. The strategy is novel as it 

decouples the tether-planning problem from the motion of the 

swarm. Namely, the motion of the mobile sensors is planned 

and executed to minimize the swarm’s localization error, 

without impeding its motion. This allows the swarm’s motion 

to be planned for the task at hand, without a need to compromise 

the task’s objectives for the localization requirements of the 

swarm. Such decoupling also promotes scalability as the paths 

of the mobile sensors are planned independent of the number of 

robots in the swarm. This is an important feature as swarms may 

consists of hundreds of robots, and planning their individual 

paths is not computationally feasible.  

Finally, our strategy can be applied to a homogenous swarm-

sensor team with limited onboard sensing technology operating 

in a partially known environment. This promotes flexibility as 

it allows the proposed strategy to be applied to swarms of 

simple (technologically-limited) robots operating in unknown 

environments, and, also, promotes robustness as mobile sensors 

and swarm robots can replace each other during motion 

execution.  

It must be noted that, while the proposed strategy is 

developed, specifically, for swarms with limited onboard 

hardware, it can be adapted to (non-swarm) multi-robot 

systems, when members are required to collaborate with each 

other for enhanced localization. 

This paper begins with a detailed discussion of related works 

in Section II below. The problem addressed is, then, formally 

defined in Section III. The proposed tether-based motion 

strategy is presented in Section IV, with details of the strategy 

implemented for a swarm-sensor team that is equipped with 

relative position sensing technology. Next, Section V illustrates 

multiple simulated and physical experiments, and the tether-

based strategy is compared to competing approaches in Section 

VI. The paper concludes in Section VII. 

 

 

 

II.RELATED WORKS 

Swarm-motion control has commonly been achieved through 

behavioral [17]–[22], virtual structure [23], [24], and follow-

the-leader methods [25]–[30]. These approaches focus on 

developing control laws that allow robots to maintain a given 

shape while traversing along a path in the environment. Other 

approaches that coordinate the motion of individual robots to 

achieve the task at hand while avoiding inter-robot collisions 

have also been investigated [31]–[37]. The abovementioned 

approaches, however, assume that the swarm’s position, with 

respect to the global frame, is known. This may not be the case 

in practice and the swarm must be localized, with tangible 

uncertainty, during motion execution, to correct its motion 

commands towards its destination. 

Literature in swarm localization has focused on developing 

methods to combining the inter-robot sensor measurements and 

their executed motion commands [38]–[51]. For example, in 

[40], the authors propose an approach to estimating the position 

of all member robots with respect to a local swarm frame based 

on the inter-robot sensor measurements. Other methods that 

also consider the motion commands executed by the swarm 

have also been proposed [38]. These approaches would allow 

for swarm localization with respect to a global frame. However, 

they typically do not bound the swarm’s motion errors. Namely, 

through such approaches, the swarm accumulates motion errors 

as it executes its motion, and drifts away from its desired path 

– potentially resulting in ineffective swarm-motion control. Our 

work aims to develop a strategy that ensures the swarm’s 

motion errors are independent of its travel distance (i.e., are 

bounded).  

The accumulation of motion errors can be minimized using 

proximity measurements to a stationary reference frame in the 

swarm’s operating environment. One such proposed approach 

has been to utilize an anchor-based motion strategy that divides 

the swarm into multiple sub-groups which take turns traveling 

to their destinations [52]–[60]. Even though such methods 

enhance swarm localization, they could still be prone to 

unbounded motion errors since the reference frames used for 

localization (i.e., the anchors) are temporary. Furthermore, they 

would inhibit the swarm from maintaining a desired shape 

while in motion, as a subset of the swarm always remains 

stationary. 

Other approaches that address the accumulation of motion 

errors consider the use of (i) external sensing infrastructures, or 

(ii) a priori known maps of the swarm’s operating environment. 

The former, such as overhead camera systems, ground 

positioning systems (GPSs), and static sensor networks, would 

allow the swarm to achieve accurate localization by considering 

proximity measurements made by these devices [61]–[67]. 

These technologies, however, may not be available in swarm 

applications that are completed in indoor and unstructured 

settings, as considered in our work. The proposed tether-based 

motion strategy does not depend on external sensing 

infrastructure, providing it with flexibility to operate in indoor 

and unstructured settings. 

The latter approach of using an a priori known map would 

allow the swarm to obtain proximity measurements to  
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(a) (b) (c) (d) 

Fig. 1. Tether-based connectivity of the swarm – shown as groups (different overall shapes for different configurations): The swarm is (a) at its initial configuration, 

𝐶0, at 𝐹 
𝐺 , (b) connected to home base, 𝐿0, when it reaches the first desired configuration, 𝐶1, and (c)-(d) connected to Landmark 1, 𝐿1, at 𝐹 

𝐿
1 when it reaches its 

second and last configurations, 𝐶2 and 𝐶𝑛𝐶, respectively.

landmarks as it moves through its known environment, and to 

localize by comparing these measurements to the map at hand 

[68], [69]. Though, unlike external infrastructures, landmarks 

may not always be visible to the swarm robots, especially in 

case of millirobot platforms – such as the mROBerTO [70]–

[72], Kilobot [73], GRITSBot [74], Alice [75], and TinyTerp 

[76] – that are equipped with on-board sensing technologies 

with limited sensing range. In such cases, the swarm may need 

to divert from its desired motion to visit surrounding landmarks 

for enhanced localization. This falls in the category of active 

localization, where centralized [77] and decentralized [78]–[80] 

approaches have been developed that alter the original motion 

of the swarm, planned for the specific task at hand, in order to 

reduce the uncertainty in localization. Such alterations to the 

original motion may result in reduced performance in the 

swarm’s desired task. Thus, when active localization methods 

are used, the swarm must optimize its motion either for the task 

at hand, or for enhanced execution. In contrast, our proposed 

tether-based strategy uses a secondary team of mobile sensors 

to extend the swarm’s sensing range and eliminate its need to 

divert from the desired motion to sense the surrounding 

environment. This decouples the swarm’s localization 

requirements from that of its desired motion and allows the 

swarm’s motion to be planned solely for the objectives of the 

task at hand. 

III.PROBLEM FORMULATION 

Our research focuses on developing a tether-based closed-

loop motion control strategy for a swarm robotic system 

traveling along a point-to-point (PTP) path in an environment, 

potentially, with some a priori known landmarks and obstacles. 

The path is defined as a sequence of 𝑛𝐶 desired configurations, 

𝑪 = {𝐶𝑖}𝑖=0
𝑛𝐶 , that the swarm is expected to attain, Fig. 1. Each 

configuration is defined by a local frame, 𝐹 
𝐶

𝑖, positioned at the 

centroid of the swarm. 

The proposed objective is to keep the swarm connected to 

either the home base, 𝐿0, at its starting configuration, defined 

by a global frame, 𝐹 
𝐺 , or to one of the possible 𝑛𝐿 landmarks in 

the swarm’s environment, {𝐿𝑖}𝑖=1
𝑛𝐿 , Fig. 1. It is assumed that a 

static sensor that can actively sense the swarm could be placed 

at home base prior to motion execution, whereas a landmark, 

𝐿𝑖, defined by 𝐹 
𝐿

𝑖, represents a uniquely distinguishable passive 

object that must be sensed through hardware onboard the 

robots, such as proximity sensors or cameras. 

 
Fig. 2. Sub-problems of tether-based swarm-motion strategy. 

Connectivity is to be realized via a (variable-length) wireless 

tether, comprising a set of (mobile) sensors (green dots in  

Fig. 1), that could be re-formed dynamically as the swarm 

travels. It is assumed that the positions of the home base and the 

landmarks are a priori known, with negligible uncertainty. 

Thus, by maintaining connectivity through the tether, the 

swarm can indirectly sense the home base or a landmark with 

noise that is independent of its traveled distance. This allows it 

to achieve its PTP path with errors that are bounded. 

Based on the above preliminary discussion, the swarm-

motion planning and control problem at hand can be formulated 

to comprise three main sub-problems, Fig. 2: tether planning, 

swarm-motion control, and swarm-motion re-planning, 

discussed in Sub-sections III.A to III.C, respectively. 

A. Tether Planning 

The off-line tether-planning stage comprises three sub-steps: 

1) Tether formation: For each desired configuration, one first 

needs to determine whether the swarm should continue to 

maintain its initial connectivity to home base or switch 

connectivity to a landmark. This is followed by 

determining the number and the positions of the nodes of 

the tether at hand. 

2) Sensor allocation: For each tether, the mobile sensors 

need to be specifically assigned to the nodes. In our work, 

it is assumed that sensors which form one tether could be 

relocated to form the next tether, as needed. Namely, 

dynamic re-formation of the tethers (determined in Step 1) 

𝐹1 
𝐿

𝐶0

Obstacle

𝐹 
𝐺
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Home base, 𝐿0
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𝐺
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𝐿
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would need to be achieved by the deployment of mobile 

sensors (as opposed to static sensors). Individual sensors 

could, thus, be assigned to multiple tethers and move from 

one tether to the next as the swarm travels from one 

configuration to the next.  

3) Sensor-motion planning: As the last step of tether 

planning, based on the formed tethers and corresponding 

sensor allocations, the mobile sensors’ paths from one 

tether to another would be determined.  

1) Tether Formation 

In the proposed motion control strategy, the SRS needs to 

maintain continued connectivity either with a home base or a 

landmark (i.e., a connectivity point), as it travels from one 

configuration to the next along the PTP path. Namely, the 

swarm would start its motion, from 𝐶0 toward 𝐶1, while being 

connected to home base through the first formed tether. 

Thereafter, however, as it moves to its subsequent 

configurations, 𝐶2 and onward, the swarm may switch its 

connectivity to one of the 𝑛𝐿 landmarks, if it becomes (a) more 

advantageous in terms of enhancing the closed-loop motion 

control performance of the swarm, and/or (b) necessary due to 

the limited number of available mobile sensors, 𝑛 .  

In this regard, let 𝐿𝑐𝑖  represent the connectivity point of the 

swarm once it reaches 𝐶𝑖. For example, as shown in Fig. 1, 𝐶1 

is connected to 𝐿𝑐1 = 𝐿0 (i.e., home base), 𝐶2 is connected to 

𝐿𝑐2 = 𝐿1, and 𝐶𝑛𝑐 is connected to 𝐿𝑐𝑛𝐶 = 𝐿1. 

Thus, the primary problem to be addressed at this stage is to 

determine whether the swarm should remain connected to home 

base or switch to a landmark – to be evaluated for every 

successive desired swarm configuration along the PTP path. 

This evaluation would, of course, require the formation of the 

best possible respective tether, 𝐻𝑖(𝐿𝑐𝑖), for the swarm 

configuration at hand, 𝐶𝑖, to the considered landmark, 𝐿𝑐𝑖. The 

optimization objective function for this choice could be, for 

example, to minimize the localization error of the swarm, 𝑒𝑙𝑖 , at 

𝐶𝑖:  

Min 𝑒𝑙𝑖 = 𝑓(𝐿𝑐𝑖 , 𝐻𝑖(𝐿𝑐𝑖)), 𝑖 = 1… , 𝑛𝐶 , (1) 

where the positions of a tether’s nodes can be designated by: 

𝐻𝑖(𝐿𝑐𝑖) = { 𝒙𝑁𝑗𝑖
 

 
𝐺 }

𝑗=1

𝑛𝑁𝑖
 

. (2) 

Above, the function f describes the dependence of swarm-

localization error on the connectivity point of the swarm and the 

positions of the tether nodes, and 𝒙𝑁𝑗𝑖
 

 
𝐺  is the position of tether 

Node j, with respect to the global frame, 𝐹 
𝐺 , for the tether with 

𝑛𝑁𝑖
  nodes connecting configuration 𝐶𝑖 to its connectivity point 

𝐿𝑐𝑖 .  
The solution of the above optimization problem must ensure 

connectivity between the swarm and the selected connectivity 

point through the tether. This constraint must be satisfied while 

considering the characteristics of the onboard sensing 

technology of the mobile sensors that are allocated to the tether 

in the following sensor allocation step. Such characteristics may 

include the maximum sensing range, line-of-sight 

requirements, and the connectivity that is required between 

nodes of the tether for indirect localization of the swarm.  

The tethers must also be formed while considering the 

limited number of available mobile sensors that are allocated to 

each tether. It is assumed, herein, that there exists a sufficient 

number of mobile sensors for the swarm to maintain 

connectivity with at least one landmark at all configurations 

along its desired PTP path. 

Once (1) is solved, the ordered set of optimal tethers,   , to 

be achieved for connecting the swarm to its optimal 

connectivity point at each desired configuration, 𝐿𝑐𝑖
 , is 

determined. 

2) Sensor Allocation 

Once all tethers have been formed, the next problem at hand 

is the allocation of the 𝑛  available mobile sensors,  

𝑺 = {𝑆 } =1
𝑛 , to the tether nodes, one sensor per node: 

𝐴𝑖 = {𝑎𝑖𝑗
 }

𝑗=1

𝑛𝑁𝑖
 

, (3) 

where 𝐴𝑖 is the allocation of the robots to the nodes on tether 

𝐻𝑖
 (𝐿𝑐𝑖

 ), and 𝑎𝑖𝑗
  is the sensor allocated Node j of this Tether. 

For example, 𝑎12
 = 𝑆2 implies that Sensor 2 is allocated to the 

second node of the tether connecting 𝐶1 to 𝐿𝑐1
 , and  

𝑎22
 = 𝑆2 indicates that the same sensor is, then, allocated to the 

second node of the (next) tether connecting 𝐶2 to 𝐿𝑐2
 . 

Thus, the primary problem at hand is to determine the 

optimal sensor allocations to all tethers,   = {𝐴𝑖
 }𝑖=1
𝑛𝐶 .  The 

optimization objective function for this task could be, for 

example, to minimize the maximum distance traveled by each 

sensor over all the formed optimal tethers: 

min (max ({𝑑  } =1
𝑛 

)) = 𝑔( ), (4) 

where the function g describes the dependence of the length of 

the path planned for each sensor, 𝑑  , on the allocation of 

mobile sensors to the formed tethers. 

Sensor allocations must be determined while ensuring that 

the resulting sensor paths allow the swarm to maintain real-time 

connectivity with the selected connectivity point.  

3) Sensor-Motion Planning 

The desired PTP path of each mobile sensor 𝑆 ,    , with 𝑛𝑃 

points, must be determined, as it moves from one tether to the 

next:  

   = { 𝒙 
𝐺

  𝑖
}
𝑖=0

𝑛𝑃
 , (5) 

where the positions of the sensors, 𝒙 
𝐺

  𝑖
, are defined with 

respect to the global frame, 𝐹 
𝐺 . 

The sensor paths must be determined to allow the swarm to 

maintain real-time connectivity with home base or a landmark 

during swarm-motion execution. Moreover, paths of sensors 

that are not allocated to a tether at any given time must also be 

determined according to an optimal strategy, for example, 

providing the swarm-motion control strategy with maximum 

flexibility for potential future tether re-deployment, when 

necessary. 
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B. Swarm-Motion Control 

The on-line swarm motion control stage synchronizes the 

desired PTP path of the swarm, and the PTP path of the mobile 

sensors that are planned during the preceding offline tether 

planning stage. The synchronization of these paths must address 

two main problems: (i) using the formed tethers to maintain 

continuous connectivity between the swarm and the selected 

connectivity points while moving along the PTP path, and (ii) 

switching the connectivity point of the swarm at different 

configurations along its path (e.g., Fig. 1(b) versus Fig. 1(c)). 

The swarm-motion control stage should consider the 

objectives of the preceding tether planning stage by 

synchronizing the motion of the swarm-sensor team to allow for 

the formation of optimal tethers. Moreover, the requirements of 

swarm-motion re-planning, that may be invoked if new 

information is obtained during swarm-motion control, must 

also be considered. Finally, the swarm-motion control stage 

should provide modularity by allowing the utilization of any 

open-loop swarm-motion strategy proposed in literature – e.g.,  

behavior-based [17]–[22], leader-follower [25]–[30],  or virtual 

structure [23], [24] methods. 

Once connectivity maintenance and switching are addressed, 

the swarm must achieve closed-loop motion control at each 

desired configuration 𝐶𝑖, by localizing based on indirect sensor 

measurements obtained through the tether, and reducing its 

motion error, 𝑒𝑚𝑖, to below a user-defined threshold, 𝑒𝑚𝑚𝑎𝑥 . 

C. Swarm-Motion Re-planning 

During swarm-motion control, the swarm robots and/or the 

mobile sensors may be subjected to events that could not have 

been a priori accounted for during the tether-planning stage. 

These events could include, encountering physical obstacles 

whose positions were unknown at the planning stage, 

unsuccessful switching of swarm connectivity, loss of mobile 

sensors due to hardware failure, etc. Such events may prevent 

the swarm from achieving its planned motion. The swarm 

should, thus, have the ability to re-plan its tethers online subject 

to formulation outlined above.  

IV.PROPOSED TETHER-BASED SWARM-MOTION STRATEGY 

The proposed tether-based swarm-motion strategy requires 

the swarm to be continually connected to home base, or to a 

different landmark, while executing its PTP path. As noted 

above, the successful implementation of such a strategy 

requires solutions to two primary problems: (i) maintaining 

connectivity to a connectivity point using wireless tethers, and, 

when needed, (ii) switching connectivity from one connectivity 

point to another. 

For the former sub-problem of connectivity maintenance, we 

suggest the use of a team of mobile sensors that travel with the 

swarm, whose members maybe ‘dropped’ and left behind. 

Namely, we consider a robotic swarm that is equipped with a 

‘bag’ of mobile sensors, which it leaves behind one at a time as 

it travels, forming a tether to a home base, or to a different 

landmark at a future time. These tethers would need to be re-

shaped, including to be shortened or lengthened, as the swarm 

moves, thus, allowing for the formation of optimal tethers. 

 

 
Fig. 3. Proposed tether-based swarm-motion control strategy. 

 For the latter sub-problem of connectivity switching, we 

suggest the swarm, first, switches its connectivity point from its 

current configuration to the next landmark, while remaining 

stationary, before starting its motion toward the next 

configuration on its PTP path.  

A high-level overview of the proposed tether-based swarm-

motion strategy, used to move the swarm from its current to its 

next desired configuration on its PTP path, and to close the 

motion control loop at this configuration, is shown in Fig. 3. 

The swarm’s motion is completed over three main stages. In the 

first tether-motion stage, the swarm switches its connectivity to 

the selected connectivity point, if necessary. Then, in the initial 

swarm-motion stage, the swarm moves to its desired 

configuration, while the tether is dynamically re-shaped to 

maintain connectivity to the selected connectivity point. Once 

the swarm reaches its desired configuration, in the closed-loop 

swarm-motion stage, the swarm is localized through the tether, 

and iterative motion correction steps are completed to minimize 

the motion error of the swarm. 

The proposed tether-based strategy achieves bounded motion 

errors as the swarm maintains connectivity with a stationary 

reference point (i.e., the home base or a landmark) at all 

configurations along its PTP path. Thus, it can estimate its 

position with uncertainty that is independent of its traveled 

distance. As detailed in Section IV.A below, by maintaining 

connectivity to a reference point, the swarm’s localization error, 

and in turn its motion errors, will be bounded by a value that is 

approximately a multiple of the length of the formed tethers. In 

contrast, open-loop control strategies that do not use tethers 

would accumulate motion errors as the swarm travels in its 

environment. 

The proposed tether-based motion strategy is novel as it 

plans the motion of the mobile sensors to accommodate for the 

desired motion of the swarm, without impeding with it. This 

allows the desired motion of the swarm to be planned for the 

objectives of the swarm’s mission, without considering its 

localization requirements, and executed using any swarm-

motion control method, such as behavior-based [17]–[22], 

leader-follower [25]–[30], or virtual structure [23], [24] ones. 

This feature also promotes scalability, as the motion of the 

mobile sensors is planned independent of the number of robots 

in the swarm.  

Changing connectivity?

Tether-motion

Initial swarm-motion

Closed-loop swarm-motion

Swarm’s current and desired configurations

Desired configuration achieved
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A. Tether Planning 

The offline tether-planning stage, detailed below, first, forms 

the optimal tether corresponding with each desired swarm 

configuration, i.e., tether formation, Section IV.A.1. The next 

step is the allocation of mobile sensors to the nodes of the 

tethers, i.e., sensor allocation, Section IV.A.2. Lastly, based on 

these, the PTP paths of the sensors from one tether to another 

are determined, i.e., sensor-motion planning, Section IV.A.3.  

1) Tether Formation 

The tether formation stage must choose a connectivity point 

which the swarm will perceive at every desired configuration 

along its PTP path, whether it continuing to be the home base 

or a new landmark. The corresponding tether that provides this 

connectivity must also be determined.  

The connectivity point of the swarm and the corresponding 

tether are selected herein to minimize the localization error of 

the swarm at each desired configuration. The localization error 

of the swarm, once it arrives at configuration 𝐶𝑖, is defined as 

the average Euclidean distance between the estimated and true 

positions of all 𝑛𝑅 members: 

𝑒𝑙𝑖 =
1

𝑛𝑅
∑ | 𝒙 

𝐺
𝑅 𝑖𝑡

− 𝒙 
𝐺

𝑅 𝑖
|

𝑛𝑅

 =1
, (6) 

where 𝒙 
𝐺

𝑅 𝑖𝑡
 is the true position of swarm Robot 𝑅  and 𝒙 

𝐺
𝑅 𝑖

 

is the estimate of this position. Minimum swarm localization 

error, however, can only be achieved by minimizing the 

localization error of the corresponding tether. 

(i) Considered Sensing Models 

The formed tethers must provide connectivity between the 

swarm and a selected connectivity point to allow for indirect 

sensing of a landmark that is not within the swarm’s immediate 

surrounding. The position of the nodes that provide this 

connectivity depend on the sensing model of the mobile sensors 

and swarm robots. Namely, different sensing technologies have 

different connectivity requirements that must be satisfied 

between the nodes on a tether, and the corresponding formed 

tethers would have different parameters that can be selected to 

minimize the localization error of the swarm. 

In this regard, our work considers inter-robot sensing 

technology that allows a mobile sensor to measure the distance 

and bearing to its neighbors: 

𝑧 𝑖 𝑗 = (�̂� 𝑖 𝑗 , �̂� 𝑖 𝑗) , (7) 

where 𝑧 𝑖 𝑗 is the inter-robot sensor measurements that 𝑆𝑖 

makes of 𝑆𝑗, and �̂� 𝑖 𝑗  and �̂� 𝑖 𝑗  are, respectively, the relative 

distance and bearing between these sensors, as observed by 𝑆𝑖. 
Fig. 4. 

In practice, such sensor measurements would be equal to the 

true relative distance and bearing between robots, plus 

additional zero-mean Normally-distributed noise: 

�̂� 𝑖 𝑗 = 𝑑 𝑖 𝑗 + 𝑁(0, 𝜎𝑖𝑛𝑡
2 ), and (8) 

�̂� 𝑖 𝑗 = 𝑏 𝑖 𝑗 + 𝑁(0, 𝜎𝑖𝑛𝑡
2 ), (9) 

 

 
Fig. 4. Inter-robot sensor measurements, thick black lines represent robot 

orientations.  

where 𝑑 𝑖 𝑗 and 𝑏 𝑖 𝑗 are the true distance and bearing between 

the sensors, and 𝜎𝑖𝑛𝑡
2  is the variance of the additive Normally- 

distributed noise. 𝜎𝑖𝑛𝑡
2  is in units of millimeters and degrees for 

the distance and bearing measurements, respectively. 

We also consider outer-robot sensing technology that allows 

a mobile sensor to measure the relative distance and bearing to 

surrounding landmarks, where 𝑧 𝑖𝐿𝑗 = (�̂� 𝑖𝐿𝑗 , �̂� 𝑖𝐿𝑗) is the 

outer-robot proximity measurement between sensor 𝑆𝑖 and 

landmark 𝐿𝑗. Such sensor measurements would also be subject 

to zero-mean Normally-distributed noise, with their variance 

denoted by 𝜎𝑜𝑢𝑡
2 . Both sensing models (for inter- and outer-

robot measurements) have a limited operating range of 𝑧𝑚𝑎𝑥 , 

and require an obstacle-free line-of-sight between the sensors 

and/or to a landmark.  

In our work, it is assumed that outer-robot measurements can 

uniquely identify the landmarks that are within its sensing 

range. Such measurements and identifications can be achieved 

by individual robots through a variety of sensors, including 

proximity sensors or cameras. In the absence of individual 

identification capabilities, existing collective swarm perception 

methods can be used [81]. 

(ii)  Connectivity Requirements and Optimization Metrics 

For the sensing models detailed above, the tether nodes must 

be placed so that (1) at least one tether node is within detection 

range of the selected connectivity point, and (2) all other nodes 

maintain connectivity with at least one neighbor that is closer 

to the selected connectivity point. Based on these minimum 

requirements, tethers are formed, herein, by placing nodes 

along a straight line that connects the swarm to the connectivity 

point, Fig. 1. 

  Moreover, a series of investigations were conducted in our 

work to determine the parameters that affect the localization 

error of such a tether. The results of these investigations, 

detailed in Appendix A, validated that localization errors 

accumulate along the tether. Thus, the length of a tether, 𝑙, 
should be minimized. It was also noted that the rate of the 

accumulation of localization errors along the tether, 𝛿, depends 

on where the swarm is connected to. Namely, compared to 

home base, landmarks may be perceived with higher 

uncertainty due to the onboard hardware of the mobile sensors. 

Thus, the uncertainty in measuring the position of a selected 

connectivity point needs to be considered in the tether 

formation process.  

Based on the above conclusions, the localization error of the 

swarm, 𝑒𝑙𝑖, for a considered connectivity point and 

corresponding straight tether, 𝐿𝑐𝑖  and 𝐻𝑖(𝐿𝑐𝑖), respectively, to 

be minimized at each desired configuration is approximated by: 

�̂� 
 
 𝑖 𝑗

𝑆𝑖

𝑆𝑗
�̂� 𝑖 𝑗
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𝑒𝑙𝑖(𝐿𝑐𝑖 , 𝐻𝑖
 (𝐿𝑐𝑖)) ≈ 𝛿(𝐿𝑐𝑖) 𝑙(𝐻𝑖

 (𝐿𝑐𝑖)). (10) 

One may note that, as mentioned above, the node 

connectivity requirements, which in turn dictate the shape of the 

formed tether, depend on the sensing technology considered. 

For example, when distance-only measurements are 

considered, the mobile sensors on the tether would need to be 

localized through trilateration. Thus, the tethers would need to 

be formed to allow for connectivity between a node at least 

three other neighbors. Similarly, if bearing-only measurements 

are considered, then, localization is achieved through 

triangulation, and the tethers must be formed to allow 

connectivity between a node and at least two other neighbors. 

Such considerations would also require an investigation of the 

parameters that affect the localization performance of the 

formed tether. 

(iii)  Proposed Search Algorithm for Tether Formation 

The tether formation problem needs to be solved, for every 

desired swarm configuration, 𝐶𝑖, through an algorithm 

comprising two nested loops.  

Outer Optimization Loop: For each desired swarm 

configuration, the outer loop seeks to determine the optimal 

connectivity of the swarm by searching through the space of all 

possible landmarks and the home base. This discrete search 

space, with 𝑛𝐿 + 1 possible solutions, can be searched through 

a discrete-variable search engine, such as Tabu Search [82]. For 

every connectivity point considered by the outer optimization 

loop, 𝐿𝑐𝑖 , the inner loop must, then, determine the 

corresponding optimal tether, 𝐻𝑖
 (𝐿𝑐𝑖), and return the 

corresponding localization error of the swarm, 

𝑒𝑙𝑖(𝐿𝑐𝑖 , 𝐻𝑖
 (𝐿𝑐𝑖)). 

Once the search is completed, the optimal connectivity point 

and the optimal tether for the configuration at hand are 

determined, 𝐿𝑐𝑖
  and 𝐻𝑖

 (𝐿𝑐𝑖
 ), respectively. 

Inner Optimization Loop: In this loop, an optimal tether is 

formed by (i) finding the shortest path connecting the swarm at 

𝐶𝑖 to the connectivity point considered by the outer optimization 

loop, 𝐿𝑐𝑖 , and (ii) placing tether nodes along this path. The 

shortest path can be determined through existing path planning 

methods, such as sampling-based Rapidly Exploring Random 

Trees (e.g., RRT* [83]). The tether nodes are, then, placed 

along this path through simple geometry.  

For a tether connecting the swarm to a connectivity point 

through a straight path (e.g., Fig. 1(b) and Fig. 1(d)), the 

position of all but the last node (i.e., 𝑗 = 1,… , 𝑛𝑁𝑖
 − 1) is 

determined through: 

𝒙𝑁𝑗𝑖
 

 
𝐺 = 𝒙 

𝐺
𝐿𝑐𝑖
+ 𝑗

𝑧𝑚𝑎𝑥
𝑠𝑓

(cos 𝛾𝑖 , sin 𝛾𝑖), (11) 

where 𝒙 
𝐺

𝐿𝑐𝑖
= ( 𝑥 

𝐺
𝐿𝑐𝑖
, 𝑦 
𝐺

𝐿𝑐𝑖
) is the position of the connectivity 

point considered, 𝐿𝑐𝑖 , and  𝛾𝑖 and 𝑛𝑁𝑖
  are the direction of the 

tether and the number of required nodes, determined through 

(12) and (13), respectively: 

𝛾𝑖 = atan2( 𝑦 
𝐺

𝐶𝑖
− 𝑦 

𝐺
𝐿𝑐𝑖
, 𝑥 
𝐺

𝐶𝑖
− 𝑥 

𝐺
𝐿𝑐𝑖
),  and (12) 

𝑛𝑁𝑖
 = ⌈

𝑙(𝐻𝑖
 (𝐿𝑐𝑖))

𝑧𝑚𝑎𝑥 𝑠𝑓⁄
⌉ , (13) 

where ⌈  ⌉ is the ceiling function, 𝑙(𝐻𝑖
 (𝐿𝑐𝑖)) is the length of the 

optimal tether, 𝒙 
𝐺

𝐶𝑖
= ( 𝑥 

𝐺
𝐶𝑖
, 𝑦 
𝐺

𝐶𝑖
) is the position of the 

swarm’s local frame, 𝐹 
𝐶

𝑖, and 𝑧𝑚𝑎𝑥  and 𝑠𝑓 are the maximum 

sensing range of the mobile sensors, and a safety factor, 

respectively.  The last node of the tether (i.e., 𝑗 = 𝑛𝑁𝑖
 ) is placed 

at the swarm’s local frame: 

𝒙𝑁𝑗𝑖
 

 
𝐺 = 𝒙 

𝐺
𝐶𝑖
. (14) 

Our empirical investigations, as detailed in Appendix A, 

validated that the number of nodes does not affect the 

localization error of the tether. By minimizing the number of 

nodes, additional available mobile sensors can be placed in 

locations that provide the most flexibility to the swarm. 

(iv)  Intermediate Tethers for Maintaining Connectivity 

The optimization process, described above, may choose to 

change the swarm’s connectivity point at different 

configurations along its PTP path. In order to achieve this, 

while providing uninterrupted connectivity as the swarm moves 

from one configuration to the next, the proposed strategy forms 

an intermediate tether that connects the swarm to the selected 

connectivity point, before the swarm begins its motion.  

For example, Fig. 5(a)-(d) shows the motion of the tethers as 

the swarm moves to the first two desired configurations along 

its PTP path. The swarm connects to home base at the first 

desired configuration, 𝐿𝑐1
 = 𝐿0, Fig. 5(b), but changes its 

connectivity to a landmark for the second configuration, 𝐿𝑐2
 =

𝐿1, Fig. 5(d). Due to this change in connectivity, an 

intermediate tether, connecting the first desired configuration, 

𝐶1, to the landmark selected for the second desired 

configuration, 𝐿𝑐2
 , is formed, 𝐻2

′ (𝐿𝑐2
 ), Fig. 5(c). During 

motion execution, this intermediate tether is formed before the 

swarm begins its motion to the second desired configuration, 

allowing the swarm to maintain uninterrupted connectivity. 

Once all intermediate tethers are formed, the ordered set of 

optimal tethers to be achieved by the mobile sensors,   , is 

determined. For the example at hand, the ordered set would be 

denoted as   = (𝐻1
 (𝐿𝑐1

 ), 𝐻2
′ (𝐿𝑐2

 ), 𝐻2
 (𝐿𝑐2

 ), … , 𝐻𝑛𝐶
 (𝐿𝑐𝑛𝐶

 )). 

2) Sensor Allocation 

Mobile sensors need to be allocated to the nodes of the tethers 

– one sensor per node, to ensure wireless sensing connectivity 

between the swarm and the connectivity point. Herein, sensors 

are allocated with the objective of achieving the formed tethers 

accurately – minimizing the total travel distance of each sensor. 

Since mobile sensors are subject to motion errors that 

accumulate depending on their traveled distance, by 

minimizing the total travel distance of each sensor, the 

accumulated motion errors are minimized.   

The sensor-allocation step must search through a discrete 

space, with 𝑛𝑠𝑜𝑙 number of solutions: 

𝑛𝑠𝑜𝑙 =∏ 𝑛  𝑛𝑁𝐻 

 

𝐻 𝜖 
 

, (15) 
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(a) (b) (c) (d) 

Fig. 5. (a) Initial swarm configuration, (b) Tether for 𝐶1, 𝐻1
 (𝐿𝑐1

 ), (c) intermediate tether for 𝐶2, 𝐻2
′ (𝐿𝑐2

 ), (d) tether for 𝐶2, 𝐻2
 (𝐿𝑐2

 ), and the sensors allocated to 

them. 

where 𝑛𝑁𝐻 
  is the number of nodes in tether 𝐻  of the optimally 

formed tethers found in the tether formation step,   , and   is 

the permutation operator. This space can be searched through a 

combinatoric optimization search engine, such as Genetic 

Algorithms [84].  

Fig. 5 shows the sensors allocated to the tethers planned for 

the first two configurations of the PTP path. The minimum 

number of required sensors were considered for this example, 

determined based on the length of the longest tether, 

𝐻𝑛𝐶
 (𝐿𝑐𝑛𝐶

 ), Fig. 1(d). 

Heuristic for enhanced scalability of sensor allocation: The 

allocation of mobile sensors to the tether nodes is a 

combinatoric optimization problem, which may become 

computationally intensive with an increase in the number of 

mobile sensors and/or tether nodes. Herein, a heuristic approach 

to reducing the size of the sensor allocation search space is 

presented to address this issue. 

The proposed heuristic reduces the size of the sensor 

allocation search space by simplifying the allocation of sensors 

to nodes of tethers where the risk of losing connectivity is low. 

Namely, when the swarm is not changing connectivity during 

its motion from one configuration to the next (i.e., Fig. 5(a)-

(b)), the risk of losing connectivity to the landmark is low. This 

is true since the safety factor for tether formation can be used to 

place multiple sensors within range of the connectivity point. If 

one sensor loses connectivity due to accumulated motion errors, 

others can still sense the connectivity point. For these scenarios, 

sensor allocation can be simplified to maintaining the same 

order of sensors along consecutive tethers that are connected to 

the same connectivity point. 

However, the risk of losing connectivity is relatively higher 

when the swarm is planned to disconnect from its previous 

connectivity point and form an intermediate tether to its 

connectivity point for the next configuration (i.e., Fig. 5(b)-(d)). 

Thus, it is important to allocate sensors to these intermediate 

tethers to minimize their travel distance and, thus, their 

accumulated motion errors, from their positions on the previous 

tether. Doing so would allow sensors to be allocated to ensure 

wireless connectivity during execution, while enhancing the 

scalability of sensor allocation, as the number of possible 

solutions is significantly reduced. 

 

  

(a) (b) 

Fig. 6. First three points on the PTP path of (a) 𝑆1 and (b) 𝑆5. 

3) Sensor-Motion Planning 

The proposed swarm-motion strategy requires that all 

sensors, whether they are assigned to the latest tether at hand or 

not, move synchronously with the swarm. For example, in  

Fig. 5(a)-(b), as the swarm moves from 𝐶0 to 𝐶1, all the six 

sensors (available to the swarm) must move to keep up with the 

swarm:  Sensors 1 to 3 are dropped at their respective positions 

along the way, forming Tether 𝐻1
 (𝐿𝐶1

 ), while Sensor 4 remains 

with the swarm to provide the required connectivity. The 

unallocated sensors, Sensors 5-6 travel with the swarm. The 

tether remains stationary while the swarm is localized and 

closed-loop corrective steps are performed to improve its 

position at 𝐶1. 

Next, for the example at hand, before the swarm begins its 

motion from 𝐶1 to 𝐶2, all the sensors move to their positions on 

the intermediate tether, connecting 𝐶1 to the landmark that the 

swarm connects to at 𝐶2, 𝐿𝑐2
 . Sensors 1, 2, 3, and 5 move to 

their respective positions on the intermediate tether, 𝐻2
′ (𝐿𝑐2

 ), 
while Sensor 4 remains at the centroid of the swarm. The 

unallocated sensor, Sensor 6, also remains at the centroid of the 

swarm to allow for swarm-motion re-planning. The swarm, 

then, begins its motion to 𝐶2, while the sensors move, 

synchronously, to 𝐻2
 (𝐿𝑐2

 ). This is followed by closed-loop 

control corrective steps. 

Per the formulation detailed above, as the final step of tether 

planning, the desired (PTP) path of each sensor,    , is 

determined based on the corresponding tethers, and the sensors 

allocated to them. The initial position of each sensor at home 

base is set as the origin, 𝒙  0
 

 
𝐺 = (0,0). The mobile sensors’ 

subsequent positions are set to the positions of the nodes that 

they are allocated to on the ordered tethers, while unallocated 

sensors are positioned at the centroid of the swarm.  

Fig. 6(a)-(b) illustrates the first three points of the PTP path of 

𝑆1 and 𝑆5, respectively, for the example at hand. 

𝐹1 
𝐿

𝐶0

𝐹 
𝐺

𝐹1 
𝐿

𝐶1

𝐹 
𝐺

𝑠1
𝑠2
𝑠 
𝑠 

𝐹1 
𝐿

𝐶1

𝐹 
𝐺 𝑠5

𝑠1
𝑠2

𝑠 
𝑠 

𝐹1 
𝐿

𝐶2

𝐹 
𝐺

𝑠 
𝑠 

𝑠5

𝑠1
𝑠2

𝑠 

𝐹1 
𝐿

𝐹 
𝐺

𝐹1 
𝐿

𝐹 
𝐺
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B. Swarm-Motion Control 

The PTP path of the swarm, 𝑪, and the planned PTP paths of 

all mobile sensors, {   } =1
𝑛 

, are synchronized via three stages: 

tether-motion, initial swarm-motion, and closed-loop swarm-

motion. The three-stage procedure is repeated until all swarm 

configurations on the PTP path are achieved. 

At any time during motion execution, if the swarm obtains 

new information that requires re-planning, motion execution is 

halted and swarm-motion re-planning is invoked, Section IV.C.  

1) Tether-Motion 

In the proposed strategy, the swarm begins its motion to its 

first desired configuration, 𝐶1, while maintaining connectivity 

with the home base, 𝐿0. Thereafter, however, the swarm may 

choose to change its connectivity point (i.e., 𝐿𝑐𝑖
 ≠ 𝐿𝑐(𝑖−1)

 , 𝑖 ≥

2). In such a scenario, the tether-motion stage moves the sensors 

to an intermediate tether, connecting the current swarm 

configuration, 𝐶𝑖−1, to the connectivity point selected for the 

next configuration, 𝐿𝑐𝑖
 .  

During the tether-motion stage, the sensors complete motion 

commands that move them to their respective position on the 

intermediate tether, 𝐻𝑖
′ (𝐿𝑐𝑖

 ), while the swarm remains 

stationary. The swarm remains stationary during the tether-

motion stage in order to act as a static reference, whose position 

is known with some degree of uncertainty. Namely, by 

remaining stationary, the swarm can be used by the mobile 

sensors to localize their positions, in case the desired 

connectivity is not established, as detailed in Section IV.C.  

 The sensors’ motion commands are executed through an 

open-loop collaborative strategy, such as behavior-based [17]–

[22], leader-follower [25]–[30], or virtual structure [23], [24] 

methods, that allows the sensors to maintain real-time 

connectivity with each other and with the swarm. Moreover, 

while executing their motion, the mobile sensors would interact 

with their local neighbors to avoid collisions. When collisions 

are detected, the mobile sensors would adjust their individual 

motion and re-plan based on onboard sensor data. 

2) Initial Swarm-Motion 

During their initial motion, the swarm robots move to their 

next configuration, 𝐶𝑖, while the sensors move to their positions 

on the corresponding tether, 𝐻𝑖
 (𝐿𝑐𝑖

 ). In this regard, a swarm 

configuration, comprising 𝑛𝑅 robots, 𝑹 = {𝑅 } =1
𝑛𝑅 , is defined 

by the pose (i.e., position and orientation) of the swarm’s local 

frame, 𝐹 
𝐿
 , with respect to the global frame, 𝐹 

𝐺 , ( 𝒙 
𝐺

𝐶  and 𝜃 
𝐺

𝐶 , 

respectively), and the positions of all member robots with 

respect to this local frame (i.e., its topology, 𝑇 = { 𝒙 
𝐶

𝑅 
}
 =1

𝑛𝑅
), 

Fig. 7: 

𝐶 = ( 𝒙 
𝐺

𝐶 , 𝜃 
𝐺

𝐶 , 𝑇). (16) 

The position of a robot can be described in global coordinates, 

𝒙 
𝐺

𝑅 
, through a simple transformation. 

 
Fig. 7. Swarm configuration. 

The initial motion of the swarm-sensor team is completed 

using any of the aforementioned open-loop collaborative 

strategies that allows the swarm to maintain real-time 

connectivity to the selected connectivity point through a tether 

of mobile sensors. The mobile sensors may use a similar 

strategy, executing motion commands that allow them to move 

in a tether formation to their designated positions, while 

providing real-time connectivity between the swarm and the 

selected landmark, and without impeding with the motion of the 

swarm. Both swarm robots and mobile sensors would depend 

on their local interactions for collision avoidance during 

motion. 

One may note that connectivity is indirectly maintained 

between the swarm and the selected connectivity point through 

a mesh sensing network, where swarm robots and mobile 

sensors only sense their immediate neighbors, without requiring 

global sensing connectivity amongst all mobile sensors or the 

connectivity point. 

3) Closed-Loop Swarm-Motion 

The closed-loop swarm-motion stage aims to minimize the 

swarm-motion error, 𝑒𝑚𝑖, at each desired configuration on the 

PTP path. Herein, swarm-motion error is defined as the average 

Euclidean distance between the true and desired position of all 

swarm robots: 

𝑒𝑚𝑖 =
1

𝑛𝑅
∑ | 𝒙 

𝐺
𝑅 𝑖𝑡

− 𝒙 
𝐺

𝑅 𝑖
|

𝑛𝑅

 =1
, (17) 

where 𝒙 
𝐺

𝑅 𝑖𝑡
 is the true position of Robot 𝑅 , with respect to 

the global frame, after the swarm completes its motion 

commands to 𝐶𝑖, and 𝒙 
𝐺

𝑅 𝑖
 is the desired position of this robot 

in 𝐶𝑖. 
In practice, the swarm-motion error cannot be directly 

determined, as the true positions of all robots would be 

unknown. Thus, as an indirect measure, the proposed closed-

loop swarm-motion stage aims to minimize the estimated 

swarm-motion error, �̂�𝑚𝑖, calculated based on the estimated 

positions of all robots: 

�̂�𝑚𝑖 =
1

𝑛𝑅
∑ | 𝒙 

𝐺
𝑅 𝑖

− 𝒙 
𝐺

𝑅 𝑖
|

𝑛𝑅

 =1
, (18) 

where 𝒙 
𝐺

𝑅 𝑖
 is an estimate of the true position of 𝑅 . The 

estimated swarm-motion error, �̂�𝑚𝑖, is a reasonable choice, as 

the proposed tether-based motion strategy allows the swarm to 

maintain bounded localization errors independent of the 

distance traveled by the swarm. Thus, the difference between 

�̂�𝑚𝑖 and 𝑒𝑚𝑖 would also be bounded. 

The closed-loop swarm-motion control stage at desired 

configuration 𝐶𝑖, is detailed in Algorithm 1. Upon reaching its 

desired configuration via the initial-motion stage, the swarm 

𝐹 
𝐺

𝒙𝐶 
𝐺

𝒙𝑅  
𝐶

𝜃𝐶 
𝐺
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begins by localizing based on the inter- and outer- robot 

measurements obtained from its member robots and mobile 

sensors. Herein, swarm localization is completed through the 

approach developed in our previous work [57], a review of 

which is summarized in Appendix B. Once localized, corrective 

motion commands are calculated and executed by the swarm 

robots for better approaching the desired configuration. The 

localization and corrective motion stages are repeated until the 

stopping criterion (i.e., the desired swarm-motion error, 𝑒𝑚𝑚𝑎𝑥 , 

or the maximum number of corrective motion steps, 𝑛𝑐𝑜𝑟𝑚𝑎𝑥) 

are met. 

Algorithm 1 - Closed-Loop Swarm-Motion at 𝑪𝒊 

1. Localize swarm  �̂�𝑖   

2. Calculate estimated swarm-motion error  �̂�𝑚𝑖  

3. 𝑛𝑐𝑜𝑟 = 1    

4. While �̂�𝑚𝑖 > 𝑒𝑚𝑚𝑎𝑥  and  𝑛𝑐𝑜𝑟 ≤ 𝑛𝑐𝑜𝑟𝑚𝑎𝑥:   

5.  Calculate and execute corrective motion commands 

6.  Localize swarm  �̂�𝑖 

7.  Calculate estimated swarm-motion error  �̂�𝑚𝑖 

8.  𝑛𝑐𝑜𝑟 = 𝑛𝑐𝑜𝑟 + 1  

One may note that the used localization method, detailed in 

Appendix B, requires transferring the sensor measurements 

obtained by individual swarm robots/mobile sensors to a central 

(i.e., leader) robot for data fusion. This information transfer can 

be completed through a mesh communication network, where 

robots only communicate with their immediate neighbor, and 

transfer the information using communication protocols such as 

flooding [85]. 

For enhanced scalability, localization can be completed 

through a divide and conquer (DaC) strategy [40]. DaC divides 

the swarm into multiple smaller subswarms, each of which has 

a designated ‘leader’ robot. Localization is, then, completed 

through a hierarchical approach, where each subswarm is 

localized through a mesh network that only spans its own 

members. Once completed, the leaders of all subswarms create 

a mesh network within themselves and combine the localized 

information of their designated subswarms. This hierarchical 

approach enhances scalability as the number of robots in each 

subswarm is relatively smaller than the entire swarm, and 

information can be transferred/processed more efficiently. 

C. Swarm-Motion Re-planning 

At any time during motion execution, the swarm may be 

subject to circumstances that might not have been known or 

anticipated prior to deployment. In such cases, the formation of 

the tethers, for all remaining swarm configurations that have not 

been yet achieved, and the corresponding motion of the swarm 

and/or the mobile sensors may need to be re-planned.  

Two example circumstances were considered in our work: (i) 

encountering new obstacles, whose positions and topology 

were unknown prior to the deployment of the swarm, that may 

prevent the mobile sensors from forming the original tethers, 

and (ii) unsuccessful change in swarm connectivity that may 

happen due to large error in motion execution. 

In the former scenario, when unknown obstacles are 

encountered, the tethers must be re-planned to maintain the 

optimality of the formed tethers. Such re-planning would be 

completed using the tether planning process detailed in Section 

IV.A, through: 

(i) Formation of new tethers, and/or  

(ii) Use of additional/replacement redundant sensors, if 

available, and/or  

(iii) Re-spacing of the sensors in the tethers, if no redundant 

sensors exist or replacement may not be feasible.  

In the latter scenario, the mobile sensors may fail to obtain 

the desired connectivity to the swarm's next connectivity point 

(i.e., are not within detection range of it) after the tether-motion 

stage, Section IV.B.1. Such an unsuccessful change in 

connectivity could be due to random errors in motion execution 

of the mobile sensors. In this scenario, the sensors may recover 

the desired connectivity in two stages:  

(i) First, the sensors correct their positions through iterative 

localization and corrective motion based on the accurate 

static swarm location. Namely, as the swarm uses the 

tether to iteratively correct its position during the closed-

loop swarm-motion stage, the mobile sensors use the 

stationary swarm as a temporary base to localize and 

correct their own locations, and 

(ii) If such correction steps fail to obtain the desired 

connectivity, then, a search method is used to locate the 

landmark using, for example, a probabilistic estimate of 

the landmark’s position relative to the swarm [86]. 

Both scenarios considered above would require the transfer 

of local sensing data, obtained by individual swarm 

robots/mobile sensors, to a central (i.e., leader) robot for 

computation. This information transfer would be completed 

through a mesh communication network, where robots only 

communicate with their immediate neighbors. 

V. ILLUSTRATIVE EXPERIMENTS 

Numerous experiments, with varying degree of difficulty, 

were conducted to evaluate the performance of the proposed 

tether-based motion control strategy. The results of some of 

these are presented herein. 

The proximity sensing and motion characteristics of 

mROBerTO were used as guidance for the simulations [70]–

[72]. Namely, all simulations were completed with sensing 

noise variance of 𝜎𝑖𝑛𝑡
2 = 𝜎𝑜𝑢𝑡

2 = 2, and a maximum sensing 

range of 𝑧𝑚𝑎𝑥 = 200 mm. As noted in Section IV.A.1.i, the 

units for the sensing noise are millimeters and degrees for the 

distance and bearing measurements, respectively. Although the 

mROBerTO does not have the ability to sense its surrounding 

environment, it was assumed, herein, that outer-robot sensor 

measurements would be subject to the same uncertainty as the 

inter-robot sensor measurements. 

In all examples presented herein, the swarm robots and 

mobile sensors are modelled with differential-drive locomotion 
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and execute their motion commands in all stages of swarm-

motion control by (i) turning towards their destination and, 

then, (ii) moving along a straight line. Inter-robot collision 

avoidance was not considered in our work. 

A. Motion with One Desired Swarm Configuration 

Implementation of the proposed strategy is first discussed 

herein for a 10-robot swarm traveling from its starting 

configuration, 𝐶0, to a different-topology configuration, 𝐶1, at 

a distance of about 250 mm. For 𝐶1, the optimal tether of three 

(mobile) sensors, extending from home base, 𝐿0, was planned 

with 𝑠𝑓 = 2. The swarm’s motion was, then, executed through 

the proposed strategy. Corrective closed-loop motion control 

was repeated until the stopping criterion of 𝑛𝑐𝑜𝑟𝑚𝑎𝑥 = 5 is 

achieved.  

Fig. 8 shows the swarm-motion error, 𝑒𝑚1, versus the 

corrective motion step for the simulated motion described 

above. The swarm motion-error, used in all the following 

subsections, is defined as the average Euclidean distance 

between the desired and true position of all swarm members 

(17). The results shown are the average of 100 distinct 

simulations, each subjected to different random noise in motion 

execution and proximity measurements. The bars on each point 

represent the upper and lower limits of the 99% confidence 

intervals for the presented simulations. 

As expected, the results clearly illustrate the advantageous 

use of tether-based closed-loop motion control. The swarm’s 

initial open-loop motion error (at correction step zero) is 

reduced through iterative corrective motion, where in each 

iteration, the swarm’s true configuration moves closer to its 

desired. However, localization errors would prevent the swarm 

from reaching its desired configuration since corrective motion 

commands are calculated based on the (uncertain) estimate of 

the swarm’s true configuration, and move the swarm to a 

configuration that is not equivalent to its desired. Thus, the 

swarm asymptotically reaches a steady-state motion error that 

is equal, in magnitude, to its localization error. Once steady-

state is achieved, further correction steps are unnecessary, as 

they would not result in improved motion. One may note that in 

other examples, the number of corrective motion steps required 

to reach the steady-state motion error may be higher or lower 

than the one for the example presented herein. 

B. A PTP Motion Path with Multiple Swarm Configurations 

Herein, a detailed simulated example of the proposed tether-

based motion control strategy is presented for a 10-robot swarm 

that was instructed to move on a PTP path, with 𝑛𝐶 = 8 distinct 

desired configurations, Fig. 9. The swarm randomly changed its 

topology at each desired configuration, and moved directly 

away from home base, while operating in an environment with 

𝑛𝐿 = 2 distinct landmarks. 

 

 

 
Fig. 8. Closed-loop motion control for one desired swarm configuration. 

 
Fig. 9. PTP swarm path. 

1) Tether Planning 

For the chosen PTP path, the optimal tethers, and the allocation 

of mobile sensors to these, were determined through the 

strategy proposed in Section IV.A, with 𝑠𝑓 = 2. Due to the 

limited number of available sensors, 𝑛 = 5, in this specific 

example, the swarm was connected to home base, 𝐿0, for 𝐶1 and 

𝐶2, to 𝐿1 for configurations 𝐶 − 𝐶5, and to 𝐿2 for the remaining 

configurations, 𝐶 − 𝐶8, respectively. The change in 

connectivity of the swarm along this PTP path required two 

intermediate tethers. Three example tethers, and the sensors 

allocated to these are shown in Fig. 10(a)-(c), respectively. 

2) Swarm-Motion Control 

The planned motion was completed through the swarm-

motion control strategy detailed in Section IV.B. The 

implementation of this strategy required the swarm to change 

its connectivity, via the two intermediate tethers, through the 

tether-motion stage. Fig. 11 shows the swarm-motion error, 

𝑒𝑚𝑖, (17), for the open-loop control case (green diamonds), 

closed-loop control case after the swarm completes the initial 

motion to its destination (blue stars), and the closed-loop 

control case after several corrective steps (red dots). The 

simulations were repeated 100 times with different random 

noise in motion execution and proximity measurements – the 

upper and lower limits of the 99% confidence intervals are 

shown through bars for each data point. Corrective closed-loop 

motion control of the swarm was repeated until the stopping 

criterion of 𝑒𝑚𝑚𝑎𝑥 = 1 mm or 𝑛𝑐𝑜𝑟𝑚𝑎𝑥 = 5 was achieved. 

𝐶0

𝐶1

𝐶2

𝐶 

𝐶 

𝐶5

𝐶 

𝐶 

𝐶8

𝐹 
𝐺

𝐹1 
𝐿
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(a) (b) (c) 

Fig. 10. Tethers (a) 𝐻1
 (𝐿𝑐1

 ), (b) 𝐻 
 (𝐿𝑐 

 ), and (c) 𝐻8
 (𝐿𝑐8

 ), and their allocated sensors.

 
Fig. 11. Swarm motion error along the PTP path in Fig. 9. 

C. Physical Experiments 

In the physical experiments detailed herein, a swarm of four 

millirobots (mROBerTOs) is instructed to follow a desired PTP 

path – defined by a set of three distinct desired configurations, 

𝐶1 to 𝐶 . Additional mROBerTO millirobots are used as mobile 

sensors to form the planned tethers. The mROBerTO, developed 

at the University of Toronto [70]–[72], is a millimeter-scale 

robot with a sensing module that allows it to accurately identify 

and measure the relative proximity and bearing of nearby robots 

through IR communication, Fig. 12. 

In the detailed experiment, the swarm maintained 

connectivity to the home base, represented by a static 

mROBerTO millirobot, at all configurations. Namely, passive 

landmarks, as well as obstacles, were not included in the 

experimental setup due to the limitation of mROBerTO in not 

having effective onboard outer-robot proximity sensors capable 

of detecting these. Moreover, the experiments were conducted 

through an architecture with a centralized component, where 

the offline tether planning stage and the online swarm 

localization step were completed in a centralized manner, while 

motion calculation, motion execution, obtaining local sensor 

measurements, and transferring these measurements to the 

central coordinator were completed individually by each robot 

in a decentralized manner. 

 

Fig. 12. mROBerTO millirobot. 

 
Fig. 13. Swarm motion error for each configuration shown in Fig. 14. 

Fig. 13 depicts the swarm-motion error, 𝑒𝑚𝑖 (17), for the 

open-loop control case (green diamonds), closed-loop control 

case after the swarm completes the initial motion to its 

destination (blue stars), and the closed-loop control case after 

several corrective steps (red dots). Corrective closed-loop 

motion control of the swarm was repeated until the stopping 

criterion of 𝑒𝑚𝑚𝑎𝑥 = 1 mm or 𝑛𝑐𝑜𝑟𝑚𝑎𝑥 = 5 were achieved. As 

expected, the swarm-motion error remains bounded at each 

successive configuration due to effective closed-loop motion 

control. 

Fig. 14, in turn, illustrates the swarm robots’ desired (blue 

dots) and final true (red stars) positions for each of the three 

configurations, as well as each tether (green x’s). All tethers 

were planned with 𝑠𝑓 = 2.
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(a) (b) (c) 

Fig. 14. Swarm configurations after corrective steps for (a) 𝐶1, (b) 𝐶2, and (c) 𝐶 , respectively.

 

Fig. 15. Superposition of the swarm robots and tethers (in the experiments) after 

correction steps for all configurations shown in Fig. 14. 

Fig. 15 shows the three configurations of the swarm and the 

corresponding tethers (in the experiments) after completing the 

necessary correction steps (as illustrated in Fig. 14 for each 

configuration). A video of an example experiment can be found 

at https://youtu.be/24WzlfeJWNQ. 

VI. COMPARATIVE STUDIES  

The proposed tether-based motion control strategy is 

compared below to alternative approaches. In Section VI.A, it 

is compared to an approach of using static sensors in forming 

the tethers. In Section VI.B, a statistical comparison of the 

proposed strategy to open-loop swarm-motion control is 

presented. 

A. Use of Static Sensors in Tether Formation 

The proposed strategy was compared to the alternative 

approach of using static sensors, that are dropped off as the 

swarm travels and remain stationary, though, still providing 

connectivity between the swarm and the home base.  

 

Fig. 16. Swarm-motion error along the PTP path – static versus mobile sensors. 

The planned swarm-motion, using static tethers, was 

simulated through the strategy detailed in Section IV.B for a 

PTP path with 𝑛𝐶 = 5 desired configurations that randomly 

changed topology, and translated between 200 to 300 mm 

between successive configurations. The PTP path was 

generated within a bounded radius around the origin (i.e., 

(0,0)) in an environment without any landmarks. As above, 

once the swarm reached a desired configuration, it completed 

iterative corrective motion steps to minimize its motion errors.  

Fig. 16 shows the swarm-motion error, 𝑒𝑚𝑖, (17), versus 

configuration number:  the purple diamonds correspond to the 

corrected motion of the swarm using tethers with static sensors, 

and the red dots correspond to the corrected motion of the 

swarm using mobile sensors. The results are the average of 100 

simulations, each of which simulated the motion of the swarm 

along the same PTP path, but with different random noise in 

motion execution and proximity measurements. The lower and 

upper limits of the 99% confidence interval are shown as bars 

for each data point. The correction stopping criterion were set 

to 𝑒𝑚𝑚𝑎𝑥 = 1 mm and  𝑛𝑐𝑜𝑟𝑚𝑎𝑥 = 5. 

For this specific example considered, the static sensors 

yielded higher motion errors than did mobile sensors, while also 

requiring more sensors.  This outcome is due to the fact that 

tethers created by the static sensors are longer than optimally 

planned ones, resulting in increased motion errors due to 

successively increasing tether lengths. 
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B. Open-loop versus Closed-loop Control 

The proposed tether-based motion strategy was also 

compared to the open-loop control strategy through a statistical 

analysis. For this purpose, a series of simulations were 

conducted for a swarm of 𝑛𝑅 = 10 robots, completing a PTP 

path with 𝑛𝐶 desired configurations that randomly changed 

topology, and translated between 200 to 300 mm between 

successive configurations. As in the previous sub-section, the 

PTP path was generated within a bounded radius around the 

origin (i.e., (0,0)) in an environment without any landmarks. 

The swarm-motion performance for each simulation was, then, 

calculated as the total swarm-motion error, normalized with 

respect to the total average travel distance: 

𝑝
𝑚
=
∑ 𝑒𝑚𝑖
𝑛𝐶
𝑖=1

∑ �̅�𝑖
𝑛𝐶
𝑖=1

, (19) 

where �̅�𝑖 is the average travel distance of the swarm from 𝐶𝑖−1 

to 𝐶𝑖: 

�̅�𝑖 =
1

𝑛𝑅
∑ | 𝒙 

𝐺
𝑅𝑘𝑖𝑡

− 𝒙 
𝐺

𝑅𝑘(𝑖−1)𝑡
| .

𝑛𝑅

𝑘=1

(20) 

The results of 500 random simulations for PTP paths with 

𝑛𝐶 = 5 desired configurations are shown in Table I. In these 

simulations, the swarm and the sensors were subjected to 

random noise in their proximity measurements and motion 

command executions. Comparison of the results shows that the 

proposed tether-based motion strategy outperforms the open-

loop control strategy with a confidence level of at least 99%.  

TABLE I. STATISTICAL ANALYSIS – RESULTS. 

 Swarm-motion 

performance, 𝑝𝑚 

Population-mean, 𝜇, 

99% confidence 

interval 
Strategy Sample-

mean 

Sample-

Std-dev 

Closed-loop 0.074 0.037 [0.070 – 0.078] 

Open-loop 0.659 0.436 [0.608 – 0.709] 

VII.CONCLUSIONS 

This paper presents a novel tether-based strategy that 

achieves closed-loop swarm-motion control with bounded and 

minimum motion errors. The proposed strategy deploys a team 

of mobile sensors that travel with the swarm and provide it with 

extended sensing capabilities by forming tethers to a home base 

or landmarks in its surrounding environment. Through such 

tethers, the swarm obtains proximity measurements that can be 

used to localize and compensate for the accumulated motion 

errors. Thus, allowing the swarm to achieve bounded motion 

errors with respect to its traveled distance. 

Tethers are optimized through a dynamic decision-making 

process (a) to choose whether to connect to home base or to a 

different landmark, and (b) to change their shape, in order to 

use the least possible of resources and to minimize swarm 

localization errors. The swarm-sensor team can also re-plan its 

motion online, in cases of unexpected circumstances. These 

include, for example, encountering a priori unknown physical 

obstacles and/or loss of connectivity within the team. 

The proposed strategy presents the first use of wireless 

sensor tethers that allow the swarm to achieve effective closed-

loop motion control. It is novel as it decouples the tether-

planning problem from the motion of the swarm – allowing the 

swarm’s desired motion to be planned, by an external motion 

planner, for the objectives of the application considered. 

Furthermore, the motion of the swarm can be executed using 

any existing motion control method. This decoupled nature also 

promotes scalability, as the computational requirements of the 

tether planning problem is independent of the number of robots 

in the swarm.  

The proposed tether-based motion control strategy was 

validated through extensive simulations, and physical 

experiments using the mROBerTO millirobot.  

APPENDIX A – LOCALIZATION PERFORMANCE OF TETHERS 

A series of simulations were conducted to evaluate the effect 

of (i) the length of the tether, (ii) its connectivity point, and (iii) 

the number of nodes on its localization performance.  

In each of the simulations, a straight-line tether with length 𝑙 
and direction 𝛾 was generated. The tether was either connected 

to the home base, represented by a static sensor, or a landmark, 

both of which were placed at the origin, 𝐹 
𝐺 . Moreover, the 𝑛𝑁 

nodes of the tether were placed at equal intervals along the 

tether; the distance between nodes was calculated as the length 

of the tether divided by the number of nodes. The sensors 

allocated to the nodes were, then, initialized at the origin, and 

instructed to execute motion commands to their designated 

positions. Once completed, sensor measurements were 

simulated, and used to localize the mobile sensors through the 

strategy developed in our previous work [57], summarized in 

Appendix B. The localization error of each mobile sensor 𝑆 , 

𝑒𝑙  , was, then, calculated as the Euclidean distance between its 

true and estimated position: 

𝑒𝑙  = | 𝒙  𝑡
 

 
𝐺 − 𝒙  

 
 
𝐺 |, (A1) 

where 𝒙  𝑡
 

 
𝐺  and 𝒙  

 
 
𝐺  are, respectively, the true and estimated 

position of sensor 𝑆 . 

A. The Effect of Tether Length 

It is conjectured that localization errors accumulate along the 

tether, starting at the first node, closest to the connectivity point, 

and reaching their maximum at the last (tip) node located at the 

swarm. Thus, longer tethers have higher localization errors. 

1,000 different simulations were conducted for a straight-line 

tether of length 𝑙 = 500 mm that was connected to the home 

base and was formed with 𝑛𝑁 = 5 nodes. The simulations 

differed in the randomly generated direction of the formed 

tether, and the noise in motion execution and the sensor 

measurements of the mobile sensors. 

Fig. A1(a) shows the localization error of each sensor versus 

its distance to the home base, averaged over all simulations. The 

lower and upper limits of the 99% confidence interval are 

shown as bars for each data point. The results validate the 

conjecture that localization errors accumulate along the tether 

and, thus, longer tethers have larger localization errors. 
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(a) (b) (c) 

Fig. A1. The effect of (a) tether length, (b) connectivity point, and (c) number of nodes on the localization performance of the tether. 

B. The Effect of Connecting to Landmarks 

It is further conjectured that connectivity to a landmark may 

affect the localization error of the tether as, due to the difference 

in the required sensing technology, landmarks may be 

perceived with higher uncertainty than the home base. 

Four sets of 1,000 different simulations were conducted for 

straight-line tethers of length 𝑙 = 500 mm, that were formed 

with 𝑛𝑁 = 5 nodes. The 1,000 simulations in each set differed 

in the random direction of the formed tether and the motion 

execution and sensing noise that the mobile sensors were 

subjected to. Furthermore, each set of simulations differed in 

the connectivity point of the tether – in the first set of 

simulations the tethers were connected to home base, 𝐿0, that 

was sensed through inter-robot sensor measurements with noise 

variance of 𝜎𝑖𝑛𝑡
2 , Section IV.A.1.i. In the second, third, and 

fourth sets of simulations, the tethers were connected to 

Landmark 𝐿1, 𝐿2, and 𝐿 , respectively, that were sensed 

through outer-robot sensor measurements with noise variance 

of 𝜎𝑜𝑢𝑡𝐿 
2 = 𝜎𝑖𝑛𝑡

2 , 𝜎𝑜𝑢𝑡𝐿2
2 = 2𝜎𝑖𝑛𝑡

2 , and 𝜎𝑜𝑢𝑡𝐿3
2 = 3𝜎𝑖𝑛𝑡

2 , 

respectively.  

Fig. A1(b) shows the localization error of each sensor versus 

its distance to the connectivity point, for the four sets of 

simulations detailed above. The lower and upper limits of the 

99% confidence interval are shown as bars for each data point. 

The results validate the conjecture that, due to the difference in 

sensing technology, the localization error of the tether may 

accumulate at a higher rate when connected to a landmark. The 

rate of error accumulation, 𝛿, can be determined empirically. 

C. The Effect of the Number of Nodes  

Finally, it is conjectured that the localization error of a tether 

is independent of the number of nodes. Namely, since 

localization errors accumulate along the tether with respect to 

the distance of the sensor to the connectivity point, then, 

increasing the number of nodes would not impact the 

localization error of the tether. 

Eight sets of 1,000 different simulations were conducted for 

straight-line tethers of length 𝑙 = 500 mm, that were connected 

to home base. The 1,000 simulations in each set differed in the 

random direction of the formed tether and the motion execution 

and sensing noise that the mobile sensors were subjected to. 

Each set of simulations differed in the number of nodes used to 

form the tether, ranging from 𝑛𝑁 = 3 to 𝑛𝑁 = 10. 

Fig. A1(c) shows the localization error of the tip sensor (i.e., 

the sensor allocated to the last node, furthest from the home 

base), (A1), versus the number of nodes used to form the tether, 

for the simulations described above. The lower and upper limits 

of the 99% confidence interval are shown as bars for each data 

point. The results validate that the localization error of the tip 

sensor does not change with increased number of nodes.  

APPENDIX B – SWARM LOCALIZATION 

The swarm’s configuration is estimated during the closed-

loop motion stage of the proposed strategy. This localization 

process is completed by (i) merging the swarm robots and 

mobile/static sensors into one team, and (ii) estimating their 

configuration, with respect to the global frame, using the swarm 

localization method first introduced in our previous works [57]. 

The configuration of the swarm, and the estimated position of 

all mobile sensors are, then, extracted. 

Based on the above, the utilized localization method is 

detailed, herein, for an arbitrary team with of 𝑛𝑀 members, 

𝑴 = {𝑀 } =1
𝑛𝑀 , moving from its pre-motion estimated 

configuration, �̂�0, to its desired configuration, 𝐶. The 

localization method includes two phases: (i) data acquisition, 

and (ii) data fusion. 

A. Data Acquisition 

In the data acquisition stage, (i) a preliminary estimate of the 

configuration of the team and (ii) a secondary estimate of the 

topology of the team and the surrounding landmarks are 

obtained. 

1) Preliminary Estimate of the Team Configuration 

A preliminary estimate of the configuration of the team can 

be obtained by assuming that (i) their pre-motion estimated 

configuration is accurate, and (ii) their motion commands were 

completed without any errors. With these assumptions, a 

preliminary estimate of the configuration of the team based on 

motion commands, �̂�𝑢, can be calculated as the desired 

configuration, 𝐶. 
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(a) (b) 

Fig. B1. (a) Estimated team configuration based on motion commands, and (b) 

estimated team topology based on sensor measurements. 

Due to the noise in motion execution, a measure of the 

uncertainty in the estimated position of each member, 𝜆𝑀𝑖𝑢
, can 

also be obtained. This uncertainty is dependent on the 

magnitude of the motion command executed by each member. 

For example, the static sensor at home base would have 

negligible uncertainty, while the swarm robots and mobile 

sensors would have higher uncertainty.  

Fig. B1(a) shows an example preliminary estimate obtained 

for a team with 3 members, moving near a landmark, 𝐿1, whose 

position, 𝒙 
𝐺

𝐿 , is known. The team moves from its initial 

estimated configuration, �̂�0 (hollow blue dots) to its desired 

configuration, 𝐶 (filled blue dots). 

2) Secondary Estimate of the Team and Landmark Topologies 

A secondary estimate of the topology of the team, �̂�𝑀𝑝, and 

the surrounding landmarks, �̂�𝐿𝑝, can be obtained by clustering 

the inter-/outer- member proximity measurements. The 

topology of the team and the landmarks represents their 

positions with respect to a local swarm frame, 𝐹 
𝐶 . The 

proximity measurements considered include the distance and 

bearing between neighboring members and surrounding 

landmarks, Section IV.A.1.i. The topology estimation process 

also calculates the uncertainty in the estimated local position of 

each member, 𝜆𝑀𝑖𝑝
, and landmark, 𝜆𝐿𝑖𝑝. 

Fig. B1(b) illustrates an example of the estimated topology 

of the merged team (green squares), and the surrounding 

landmark (purple x) with respect to the local frame 𝐹 
𝐶 , after 

executing its motion commands to the desired position in  

Fig. B1(a). 

B. Data Fusion 

The data fusion stage determines the position of the 

estimated topologies, with respect to the global frame, by 

superimposing them onto the preliminary estimated team 

configuration, and the known position of the sensed landmarks, 

respectively. Namely, the data fusion step aims to determine the 

pose of the local frame, ( 𝒙 
𝐺

𝐶 , 𝜃 
𝐺

𝐶), that minimizes the 

weighted distance between corresponding member positions in 

�̂�𝑢 and �̂�𝑀𝑝, and the corresponding landmark positions in the a 

priori known map, { 𝒙 
𝐺

𝐿𝑖
}
𝑖=1

𝑛𝐿
 , and �̂�𝐿𝑝. 

The weights of superimposition are selected to reflect the 

uncertainty in the estimates obtained through the data 

acquisition stage. This approach results in landmarks and the 

static sensor at home base to be weighted higher and, 

consequently, to have a higher impact on the estimated position 

of the local frame.  

 

 
Fig. B2. Superimposition. 

Fig. B2 illustrates the topology shown in Fig. B1(b) 

superimposed onto the swarm configuration in Fig. B1(a).  

Finally, the position of each member is estimated as the 

weighted average of its estimated position in �̂�𝑢, and its 

estimated position in �̂�𝑀𝑝 translated into global coordinates 

based on the determined pose of the local frame. 
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